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Abstract. By means of the least-squares canonical equations and the error 
propagation law only, the uncertainties in t h e  parameters of the functional 
expression used to fit a set of experimental points, with both coordinates subject to 
error, are analytically determined 

1. introduction 

Recently [I, 21 Neri et al, using a procedure based only 
on the least-squares principle and on the error propa- 
gation formula, determined the parameters of a fitting 
curve with both ohservables having uncertainties. The 
number of ‘exact’ figures of the parameters is limited 
exclusively by the computer precision. However, not all 
the calculated digits are significant, because the errors 
affecting the experimental points obviously propagate 
to the parameters of the model. 

The error analysis of the parameters determined in 
least-squares fits has been discussed recently by Burrell 
[3], who also used a new procedure to calculate the 
errors themselves when the regression curve is non-linear 
and error-affected in only one coordinate. In this paper, 
this calculation method has been extended to the general 
case of curves involving errors in both variables. The 
obtained expressions have been written in detail for the 
linear regression, and they have been applied to a 
practical example. 

2. Determlnation of the parameters 

The calculation starts from the results obtained by Neri 
et al [l, 21 which, for convenience, are recalled in the 
following. Let the observations consist of n pairs (x i ,  yi) 
and let sxi be the error in xi and s,, the error in yi. They 
are to he fitted to the model 

y = f ( x ;  a , ,  ..., aj, ..., a,,,) (1) 

where the aj quantities are the parameters to be 
determined. 

The vertical distance between the ith point and the 
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curve (1) at the abscissa xi is 

d i = y i - f ( x i ; a ,  ,..., aj ..., a,) 
and 

is the variance of di. The function to be minimized is 

(4) S(a,, _.., aj, ..., a,)= wid: 
i = 1  

where wi=(l/s:) is the weight of the ith observation. 
The least-squares canonical equations are 

j =  1, .._, m 
as 
- =o 
daj 

The above system of m equations can be solved with 
standard numeric methods implemented easily into a 
computer program. The parameters aj are obtained with 
an accuracy limited only by the computer precision. 

3. Evaluation of the uncertainties in the parameters 

3.1. General case 

Ifs,, and sy, with i =  1, ___, n are small, completely inde- 
pendent and random, the variances of the aj quantities 
are calculated with the classical error propagation law: 

In order to obtain the 2mn derivatives daj/dxi and 
aaj/dyi, equations ( 5 )  are differentiated with respect to x 
and y at each of the experimental points, i.e. at (xi ,  yi) 
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the following equations are obtained 

This is a linear system in the 2m unknown derivatives 
dak/axi and aa,/ay,, with k =  1, ..., m. The constants 

a2s a2s a2s 
dajda, ' aajax, ' aajayi 

~ ~ __ 

with j ,  k =  I ,  .._, m and i =  I ,  ..., n, are the second deriva- 
tives of the expression (4) at the point (x i ,  yj). 

From a general point of view, this reasoning cannot 
he developed any more because, to calculate these 
derivatives, the fitting curve (1) must be known explicitly. 
To show the method in detail, the important case of 
linear regression is now worked out. 

Let 

3.2. The linear regression 

Equations (l), (2) and (3) become 

y = a + b x  (8) 

d.=y.-a-bx. I ,  (9) 

s ~ = ( ~ ~ ~ ) ~ + ( b s ~ , ) ~ .  (10) 

x i  + bdiwis:, = F ;  

- f: w i = A  
i = 1  

- f wiFi=E 
i = 1  

1 [ ( s ,d iwi ) ' -  wiFr] = C 
i = 1  

Carrying out some simple mathematical calculations we 
obtain the solution of the system (7) for the ith exper- 
imental point: 

ab -di 
[be + A(di - bFJ] (1 IC) _=__  

axi A C - B ~  

d l  (E-AF,) .  ab 
ayi - A C -  

Substituting these results in the sums (6), the analytical 
expressions of the uncertainties S. and sb are  obtained. 

3.3. Numerical example 

Neri et al [ I ,  21, as a practical example, used Pearson's 
data [4] with York's [SI weights wx, and wye to calculate 
the parameters a and b of the linear fit (8). They found 
a=5.47991021948 and b =  -0.4805534026. In order 

. 
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Tablel. Pearson's data 141 and errors calculated with 
York's weights [51. 

Xi Sr, = W " y  Yi SYi = w"; "2 

0.0 1000-"2 5.9 
0.9 1000-"2 5.4 
1.8 500V"2 4.4 
2.6 800-"2 4.6 
3.3 200V"2 3.5 

3.7 4.4 80-'/z 

2.8 60- ' /2  5.2 
2.8 20-"2 6.1 

6.5 1.8-1'2 2.4 
7.4 1 .o 1.5 

to calculate the uncertainties in a and b with the formulae 
given by equation (6), Pearson's data C41, with the errors 
calculated from York's weights [SI (as indicated in 
table 1) are used. A double precision calculation has 
been performed on an IBM PC, using a BASIC program; 
in a few seconds the values of the parameter uncertainties 
are obtained: s,=O.lO and sb=0.024. 

This result shows that the number of significant 
digits of a and b values is small. However, the importance 
of calculating the parameters with the maximum possible 
number of 'exact' figures is evident: it, in fact, directly 
influences the calculations of the parameter errors, as 
shown by the formulae deduced above. 

4. Conclusions 

This paper describes a method for estimating the uncer- 
tainties of the parameters of a theoretical model, taking 
into consideration the errors affecting both coordinates 
of the experimental points. It has the following features: 

(i) it requires only the least-squares formula and the 
error propagation law to be used; 

(ii) the errors can be analytically expressed, for many 
kinds of fitting curve: the mathematical concepts 
involved are common, but the calculations that 
must be carried out may be laborious; 

(iii) the whole mathematical procedure is easily trans- 
lated into a program that could be run on a 
common personal computer. 

References 

[I] Neri F, Saitta G and Chiofalo S 1989 An accurate and 
straightforward approach to line regression analysis of 
error-affected experimental data J .  Phys. E Sei. 
Instrum. 22 2 I5 

[Z] Neri F, Patani S and Saitta G 1990 Error-affected 
experimental data analysis: application to fitting 
procedures Meas. Sci. Techno/. I 1007 

[3] Burrell K H 1990 Error analysis for parameters 
determined in non linear least-squares fits Am. J 
Phys. 58 (2 )  160 

[4] Pearson K 1901 On lines and planes of closest fit to 
systems of points in space Phil. Mag. 2 559 

TSl York D 1966 Least-squares fitting of a straight line Can. 
J .  Phys. 44 1079 


